=lJniversal
' UMEI

MARKET ENABLING INTERFACE TO UNLOCK FLEXIBILITY SOLUTIONS FOR C(
EFFECTIVE MANAGEMENT OF SMARTER DISTRIBUTION GRIDS

Deliverable: 3.1

DSNXI Yy 5 SY 2pemonbliatior2oldongestion management
using market driverutilisation of flexibility options in a LV grid

Specifications and guidelines of tools for &etive LV grid for field
testing

e 4EEO DOl EAAO EAO OAAAREOAA &£O1T AET C
research and innovation programme under grant agreement No 864334

H2020z LGES1-2019



=Universal
UMEI

D8.1 Specifications and guidelines of tools for aActive LV grid for field testing

)

PU  Public X

PP Restricted to other programme participants (including the Commissior
Services)

RE Restricted to a group specifid by the consortium (including the
Commission Services)

co Confidential, only for members of the consortium (including the

Commission Services)

Frank Bockemuhl  E.ON frank.bockemuehl@eon.com
David Brummund MNS david.brummund@mitnetz-strom.de
Kseniia Sinisyna MNS kseniia.sinitsyna@nitnetz-strom.de
Maik Staudt MNS maik.staudtl@mitnetz-strom.de
Gesa Milzer NODES gesa.milzer@NODESmarket.com
Mahtab Kaffash Centrica mabhtab.kaffash@centrica.com
Chloé Dunont N-SIDE Cdm@nside.com

Arnaud Debray N-SIDE Ade@nside.com

Pierre Crucifix N-SIDE Pcu@nside.com

Koen Vanthournout VITO Koen.vanthournout@vito.be
2AET EEI AA vITO Reinhilde.dhulst@vito.be

Milan Findura VITO Milan.findura@vito.be



UMEI

'r' =Universal

Md Umar Hashmi KU Leuven mdumar.hashmi@kuleuven.be
Hakan Ergun KU Leuven hakan.ergun@kuleuven.be
Gil Silva Sarpaio INESC TEC gil.s.sampaio@inesctec.pt

Due Delivery Date 2022/ 02/ 28

Date of Delivery 2022/ 02/ 25

D8.1 V1 2022/ 02/ 08 1st draft for internal review
D8.1 V2 2022/02/1 6 First complete draft for official review
D8.1 V3 2022/02/ 25 Final version for submission

catarina.augusb
@edsoforsmartgrids.eu

E.DSO Catarina Augusto 2022/ 02/24

IEN I AAiT " AAG a.babsien.gda.pl 2022/ 02/ 18



"' =Universal
‘ UMEI

Table of Contents

LIST OF ABBREVIATIOM. ... .ot s emmmmms e et e e e e et e e e s swmmmme e e e e e eees 6.
LIST OF FIGURES........ooiiiiiiiiiiie s eccemieie e ettt e e emmmme sttt e e e e e st e e s emmmnnss e e e e e assseeeeeenssnan 8
EXECUTIVE SUMMARY ...ttt e e e et semmemms e e et e e e e e st s e e e s mmmmmr e s e e e esan s 9..
1 INTRODUCTION .. iiiiiitiiite e ittt emmmmsteee e e e aitaeee e e s s mmmmme e s esbeeeeeeansseeessmmmmnsseeeeeeensbeeaens 10.
1.1 BACKGROUND.....ccuuuiiiituneeeimmmaaanmeeetuneaeesnssemnmmmasessesesnnsasessnsmsmmmmmmssnseeessnsesessmmnnnennsdO
1.2 WP8OBJECTIVES AND RELAONSHIPS BETWEEN TASK......uiiiituneeernnimeermmmmseneeeenneeesnns 10..
1.3 STRUCTURE.....iiiiiuuuuututsssimnmanaassssssesseesesessamaaaaansesssssssssessssmmnmmmmnsessssssssssssssmnnnnnnesssdid
2 GENERAL OVERVIEW OFHE GERMAN DEMONSTRATOR......ccovviiiieee e 12
2.1 MAPPING OF RELATEBUGCE SUC........ccuiiiiiiiiiiiieeeeeeeieeeeeeeeeeeeessmmmmmmmmeeeeeseesssnnnsnnnenl
2.2 DEMO SITE CHARACTERIES ....ceviiiiiiieeeeeessimmmmmmmeeeessssssssssssmnnnnnnsssssssssssssssssmmmnnnnnsess L
2.3 INTERNAL AND EXTERNADRIVERS .....uuiiituuieiiuneiermmmmesseeesnneeessnsmemnnmmmsensesessnsssessmnnneddd
2.4  EXPERENCE FROM PREVIOUBBJIECTS.....ccceiiiiiiinnsimnnnnnnnssnsssssssssssmmmmmnnsssssseseeeeeeeesilOinns
241 EUSYSFIOX....cooiivceevieeeeseeeeememeeseeseee s s sesmnmsnssssasteessessennmssnnssssssessssnensenend B
2.4.2 Pilot project for the application of the NODES flexibility market at MNS......17
FZ S B | 1 (=] (o PSSO I 4
3 DEVELOPMENT WORK WIHIN THE DEMONSTRATOR.....ccccoiiie e, 18
3.1 SYSTEMARCHITECTURE ...cctuuiiitinaiettiasemmmmeesn e eeesnneessmmmmaaneeessneeensnsssmmmmmmnssseeesnnnes LOHs
3.1.1  Design PriNCIPIES......covuuii i iceeees e e e emreeeenmeeeesaa e e e e e s eeemmmmmmsesnn e e e LW
3.1.2  SyStem COMPONENTES.....ccoiiiiiiiieiiietmmmeee e e e et smeemeene e e eesnnn e e s smeemmmmmeeees LD
3.1.3  DaAta ACCESS....ccuuiiiiiiieiiiieeeemme e e et e e emmmmseea e e ern e e e en s emmmnmmmnsn e e eenn e eeesenalOLen
3.1.4  Data COIECHON.......cccieeiiii et mmmrees e e e e s emmenmnnmeeeeesnnn e e s 2
3.1.5 Introducing the data exchange............ccoooeiiieimmccciiiee e e 220
3.1.6 Internal data eXChange.............oo oo iceceee e e 203
3.2 SVIARTGRID TOOLS c.tuiiiiiiiieieii e et iemmceeee e et e e et s eeennmmmt e e e eet e e e essammnmnmmessn e eeennneees 2aes
3.2.1 Day-ahead LV Congestion Forecast and Asset Headroom calculation........ 28
3.2.2 Datadriven State Estimator (DASE).................uuvvuicccccccceeeeeiiiiiiiiimmmmceeeeeee.30Q
3.2.3  Optimal bid reCOMMENEr.........ccovviiiiie e eeeeeecmeee e e e e e e e e a3 2
3.2.4 Day-ahead flexibility needs assessment tool development.....................cccee 33
3.3 MARKET PLATFORM ... .itttuuiiettunessinmmmsanseeetnnaeeesnssemmmnmmmnsssssessnsesessnmmmsmnmmsesnseeeesnneeesi3Dures



'|" =Universal

UMEI

3.4 CONNECTION THROUGH EHUMEL ..o eeee e e e 30
3.5  OUSTOMERAGGREGATION...c.uuuiiietuneestuamaaanmmmesnsaeeesnsaeessmmmmsanneessnnsesssnneemmmmmaeeseeeesns Qs
4 FIELD TEST PREPARATDIN ...ttt ettt e s imememee e e s ettt e e e st smmmmms e e e e s et e e e e s nmnees 41
4.1 MEASURES IMPLEMENTEND PLANNED STRUCTHROF THE FIELD TEST....ccvuuiivineirnneeeneas 41
I N €1 ¢ o Y= [T o (o o PP ¥ IO
4.1.2 Customer aCqUISITION.......cccuuuuuiieeeeeieremccriiie e e e e eevvimmmeeees e e e e eeenn e emnnnennnes s A2
4.1.3 Planned equipment of CIENTS...........ooiiiiiiiiiii e 43....
4.1.4 Installation of additional measurement technology in the grid..................... 44...
4.2 FIELD TEST SCENARIOS.....cctuuiiittueeimnmmmaaeseeeesnnseeesnssmsammmmmssnaeessnnseesssmmmmsnnmsessnneeeses A0
4.3  APPLICABILITY AND LINTATIONS. ...uuuietuuneeeetnnesemnmmmseseeeesnsseeesnssmsenmmmmssnseeessnneeessmmnnne 40
5 CONCLUSION AND OUTLAK .....cccuiiiieeiiiiiieeeemmmmmreeeeeesssneeeessnssimmmmmsesssneeesssnssnenes 8
6 EXTERNAL DOCUMENTS. .. oo emmmmr et vmmmmmr e e e e e e s emmmmm e 49
ANNEX | - FURTHER LLUSTRATIONS. ....ootiiiiiiiiiiie e semmee e stree et ssmmmmmseee e e 50,
ANNEX 117 INFORMATION VIDEO ... ..ottt emmmme et emeeem e 52



UMEI

'|" =Universal

, EODAAEZAOEAOQOEITO

BUC Business Use Case

CC Chance Constraint

CHP Combined Heat & Power

D Deliverable

DdSE Data driven State Estimation
DER Distributed Energy Resource
DN Distribution N etwork

DSO Distributed System Operator
EV Electric Vehicle

FMO Flexibility Market Operator
FNA Flexibility Needs Asessment
FSP Flexibility Service Provider
GUI Graphical User Interface
HEMS Home Energy Management System
HV High Voltage

LV Low Voltage

MNS Mitnetz Strom

MV Medium Voltage

NWP Numerical Weather Rediction
OBR Optimal Bid Recommender
OPF Optimal Power Flow

PV Photovoltaic

RES Renewable Energy Source
SO System Operator

SSH Secure Shell

SuUcC System Use Case

T Task

UMEI Universal Market Enalling Interface

WP Work Package



- -,
- U_hﬁlnl\d'ersa\l

L, EOO 1T £ 4AAlI AO

TABLE2.1- OVERVIEW ABUSINESESECASES OF TKEERMANDEMONSTRATION. ..ccvvvvvvvervrerrernrnnnnnnnnns 12
TABLE2.2- SYSEMUSECASES OF TKEERMANDEMONSTRATION. ...vvvvvvvvrrrnnrnnssnnnnnnnnsnnnseensseeaeeeeas 13
TABLE3.1- DATASOURCESERMANDEMONSTRATION ....uuueiseeseeeseseseeeaaaeaeeeaeeaaaaaaaaaeaaseeeseeseeeeens 21
TABLE3.2- OVERVIEW INTERNAL BEKEANGE. .....cuuiiiirtiieeeeeineeseatiaeseasiaeesssnnaeeeessneesssnaaesesnnns 25
TABLH.1- BRIEF DESCRIPTION'BE SELECTED E@BLTAGE GRIDS. ... vvvuiieiieeiineeeiineeainesesnneennneeenns 41



- -,
- U_hﬁlnl\d'ersa\l

, EOO0 T £ &ECOO0OAO

HGURR2.1- LOCAL CLASSIFICATOPNT HESERMAN DEMONSTRATOR. . uiiteeiieeieeeeeeeeeeeeaeeaeeaeaeaaaeeeens 14
HGURR.2- INTERCONNECTION BEEMEUSYFLEX& ELNIVERSAL ....ccevvevvveivieiiviiiiiienininnieinnes 16
HGURE2.3- GENERAL ARCHITECTURBNDESRID. ... uuuueetiieniiesessesaseeassaasasaaaaaaaaaaaaaaaaaaaaaessseesseeenes 17
FHGURES.1- FULL SYSTEM ARCHITERET. .....uittttuieeetttieesesaueeeessanaesessnnaessasnnaeaessnnaeessssnsaeeessnnaaeees 19
HGURE3.2- DATAACCESS IN THENIVERSAL SYSTEM....uciiiiuiieeeeriieeretteeeeeaiiaesesnneesssnnaesessnnns 20
HGURE.3- COLLECTING DATA FROMERNAL SOURCES HE SYSTEM....uuiiiiiieiieeiieeeiieeeeeeeeeeeaeenns 21
HGURES.4- EXTERNAL AND INTERNATLA EXCHANGE........cciiiiiiiiiiiiieiieeeeeeeeeeeeeeeeeasesessssesnnnnnnnnnnes 23
HGURES.5- OVERVIEVBVARTGRIDTOOLS. ... .ciiiieeieeeeeeeeeeeee e et eeee ettt ee e eeeeseeas e nannennnnnnnnnnnnes 28
HGURE.6- VISUALISATION OF TENGESTION RISKERUR FORMV/LVTRANSFORMER ANDUVSEEDERS
.................................................................................................................................... 29
HGURE.7- CALCULATION FLOW GIE CTONGESTION FORHGMWD HEADROOM GALATION................... 29
HGURES.8- SET OF POTENTIAL BXATORY VARBLES .....uvvrvrrrsunsnnnsssnssssnssasssassseasssasssaasaaaaaaens 30
HGURE.9- INPUTS ANOUTPUTS OF TIIPTIMAL BID RECOMMERNRD.......vvvvvrrrnennnnnnnnnnnnnnneeeaeeeens 33
HGURE.10- INPUTSOUTPUTS AND INTERMAXECUTIGNEMBILITY NEEDS ASSEBS TOOL.................. 33
HGURE.11- NODAL FLEXIBILITY RAMP AND RAMP DOWBWER NEEDS OBAN..........cccvovveiiiiieeee. 34
HGURE.12- ZONAL FEXIBILITY RAMP UFDARAMP DOWN POWERERS OF BN.........cccvviiiiiiiiieeeeeee, 34
HGURE.13- EFFECT OF REACTIVEWEPRACTIVATION ONTAGE POWER FLEXTMINEEDS AND PRQFIT.....36
HGURE.14- ALEXIBILITY MARKEAKHHOLDERS AND LTRKOTHER MARKETS.....uuuiiriiiieeeeiineeeennnnnns 37
HGURE.15- ACTORS IN TKHEERMANDEMONSTRATION .. eevuueeeeruueeressneeeeesnnaeeeesnneeesennnaaesesnnneeeens 39
HGURE.16- ORGANISATION OF DATL®WS AND ASSET 8MRE IN THEERMANDEMO..........cecvvvvnnnnnenn. 40
HGURHE.1- CONTACTHANNELS FOR POTENEINIVERSAL CUSTOMERS.......uieviiieeeeiiiieeeeeinaeeaenns 42
HGURHE.2- HOMEENERGWIANAGEMENSY STEM....cvuuuiiiiitieeeeeiieeetniineeeeeiieeeeesneeeeesnneeessnnaeaenns 44
HGURHE.3- BQUIPMENT OF CABLETHRIBUTION CABINETS. . .ceuiniititieeeeeeeeeteeteeseeneeneeesassneensennas 45



"' =Universal
‘ UMEI

%PAAOOEOAU 3011 AO

This Deliverable is developed in the context of the EUniversal projectwhich aims to
overcome existing limitations in the use of flexibility by DSOs. EUniverdaies to achieve this
objective by implementing a Universal Market Enabling Interface (UMEI) to faitiite the use

of flexibility services and to interlink active system management and DSOs with electricity
markets.

implementation that will allow demonstrating flexibility services developed in the EUniversal
project. It explains the environment of the German demonstration the market platform,
smart grid tools and customer aggregatiorthat will be implemented and tested.
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1.1 Background

The EuropeanUnion is aiming at transforming the energy system towards a sustainable, lew
carbon and climatefriendly economy, while - at the same time- putting consumers at its
centre and dynamically utilizing their distributed resources. As a consequencelistributi on
system operators will face new challenges in the ways they operateTo safely host more
renewable energy sources (RES) and to integrateew types of load patternssuch as éectric
vehicles and heat pumpsnd consumerbehaviour e.g. the advent of energgommunities or
the introduction of dynamic electricity pricing, they will need to rely more on flexibility and
smart-grid solutions. Dsstributed flexibility in the grid has been identified as a key enabler
Ol xAOAO A 11 0OA OOOOAET AAT An 11T xZAAOATT ATA
scenario, consumers become crucial playerdue to their potential to relieve grid constraints
by adapting their consumption behaviour, reflecting one of the most important Energy Union
priorities. Yet, flexibility will also add complexity and create unpredictable power flows in
the distribution networks, and thus demand new solutions to transform ke challenges imo
opportunities for the sector and to society.

The primary goal of the EUniversal project is tadentify and overcome existing limitations in
the use of flexibility by Distribution System Operators (DSOs). As such, the project goal is
(among others) to enhancethe flexibility used in distribution grids, which will need to
operate in an overall context ofaround 50% electricity production from renewables in 2030.
Furthermore, the EUniversal project aims to further guarante¢he security of supply, while
avoiding unnecessary network investments.

Therefore, within the EUniversal project, a Universal Market Enabling Interface (UMEI) will

be implemented to facilitate the use of flexibility services and interlink active system
management of disttA OOET T OUOOAI 1T PAOAOT OO0 xEOE Al AAC
oriented flexibility services from Distributed Energy Resources (DERs) will be impleanted

Of OAOOA 48 0O06a AEAhphdGng thdenergy transition
1.2 WP8 Objectives and relatio nships between tasks

This report is part of the eighth work package of the EUniversal project. The operative
objective of WRB is to validate the concepts,and tools developed inEUniversal in different
contexts and scenarios It is one of the three DEMOand assesgsflexibility for distribution
grids and the market capacity to provide new services.

For this purpose, he work packageaims to achieve enhanced observabilityfor the active

system management in lower voltage leve|®y establishingan estimation and forecast of the

grid state from the chosen LV Grid. This will help to aggregate and predict the flexility

potential in the LV Grid. Other objectives of the demonstration ar¢he provision of
flexibilities through the UMEI to themarket platform and the integration into schedd AZ AAOA A
congestion management. In addition to the use of flexibilities for the low voltage grithe
provision to the LV/MV connection point and therefore to the MV Gridls foreseen

10
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This report is using valuable informationfrom other WPs, namely:

1 WP2,for the definition of use cases that will be demonstrated, as well as the UMEI API
functional specification, namely with the identification of the interactions between the
DSO and Flexibility Market platforms and data exchange.

1 WP3, with the use ofa flexibility toolbox, identifying the technologies and solutions

most suitable to provideflexibility services to the distribution grid

WP4, for the development of the DSO smart grid tools and their alignment

WP5, the identification ofrelevant market mechanisns

WP6,with a common framework to harmonise, monitor and assess thevalidation of

the result

= =4 =4

The knowledge gainedin this demonstration is used in turn to support WP10 in the
development of business models for the exploitation of EUGA OO AT & Od togkidel OO
recommendations for policy makers and regulatory authorities to set up a framework for
flexibility markets. The various influences on the demonstrator are also shown in flowchart
A.lin the appendix.

1.3 Structure

This deliverable is structured inthree main parts. The first part is composed ofour sections,
aiming for an individual description of the demonstrator. At first, an alignment of the use
cases that will be implemented in thedemonstration is shown. The general objective othe
demonstration is presented, the pilot regions are describedand the status quo, i.e. the
situation when the demonstrator starts, is explained tgpresent the overall framework of the
demonstration. Then, the external and internal drivers for the demonstration are died.
Finally, previous projects on which the EWiversal demonstrator are linked are presented.

In its second part,the deliverable specifiesthe system architecture of the demonstrator and
the tools that will be used and tested in the field testin addition, the market connection
through the UMEI the use of the flexibility market and the customer connection to the FSP
are described.

The last of the threemain parts deals with the preparation of the field test and planned
scenarios to be analysegas wel asmethodologies for user engagemenihe applicability and
limitations of the demonstrator are explained and the expected results are presented.

The document is rounded off with a conclusion anautlook for the further course of the
demonstrator.

11
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2.1 Mapping of related BUC & SUC

A Business Use Case (BUC) descstihe stepsand activitiesin a process thatare necessary

to achieve a business goal.

/E

~ ~

OEA

Ve

" AOT Al

The BUGkerefore contain the interactions (information

exchanges) between stakeholders ashusiness roles participating in the provision of the

service. Table 2.1lgives an overview of the two Business Use Cases defined for the German

demonstrator. A more detailed description can be found in Deliverable D74 .

Table 2.1 - Overview of Business Use Cases of the German Demonstration

ID Name Service Mechanism | Main Steps
DE- | Congesion Congestion Local T Reg|stra_1t_|on _and
AP | Management& Voltage | management and| flexibility Prequalification
Control with market- | Voltage control | market T Bidding and selection
based active power T Delivery and
flexibility monitoring
1 Settlement
DE- | Congestion Voltage control | Local T Registration _and
RP | Management & Voltagel and congestion | flexibility Prequalification
Control with market- | management market T Bidding and selection
based reactive power T Delivery and
flexibility DE monitoring
1 Settlement

Therolesthat act in the description of the business process of the defined Use Casesthe

Business Roles, as explained in Deérable 2.2. The main business roles, related to the
German Demonstratorand in the two German Business Use Cases are Distribution System

Operator (DSO), Flexibility Market Operator (FMOR@nd Flexibility ServiceProvider (FSP)

The SUCgn contrast to the BUCsaim at adetailed description of the process itself. The SUCs
give the functional description needed to support the BUCs by detailing which activities are

performed, who is going to execute themand on which system

In the German Demonstratorten System Use Cases have been defined within Task 2.3 and

were classified into three domains:

T

T
T

Smart Grid Operationsz including all use cases involving the distribution network

operation and planning

Flexibility Market z including all use cases involving local flexibility market operations

Flexibility Aggregation and grid usersz including all use cases related to the FSP and

the consumer/active customer provision of flexibility services in the market.

The list of System Use Cases defined for the German demonstratiois presented in Table2.2.

12
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Table 2.2 - System Use Cases of the German Demonstration

Domain SUC ID SUC name BUCID | Related Owner
Pilot(s)
Day-ahead congestion
management considering DE AP,
SUC4 | fiexibility needsin LvVandMv ~ |DERP | 1'PE | INESCTEC
networks
Estimating LV voltage magnitude
SUC5 based on historical data and load | DE AP PT, DE INESC TEC
s forecasts
©
(]
8‘ SUC 6 Day-ahead congestin forecasting BE QI; DE VITO
S
52 Voltage control in LV networks
g sSuc?7 based on limited observability DE AP PT, DE INESC TEC
n and network topology
LV flexibility needs assessment DE AP
SUC 8 for voltage and congestion ' DE KUL
DE RP
management
Minimizing costs linked to DSO DE AP,
suc 12 flexibility requirements DE RP DE N-SIDE
2
=0 g -
% _cY’E SUC 13 Short-term flexibility DE AP, PL. PT, DE| NODES
s = procurement DE RP
[
SUC 16 DER registration and DE AP, PT,DE CENTRICA
configuration DE RP
_§ SuUC 17 Bidding aggregation DE AP, PT, DE CENTRICA
i} DE RP
2
§ sucC18 2A01 OOAAO6 AEOD/DEAP, |PT,DE CENTRICA
- monitoring DE RP
% SUC 19 Baselining DE AP, PT, DE CENTRICA
i DE RP
SUC 20 Collecting and publishing DE AP, | PT,DE CENTRICA
metering data DE RP
[
% g % SuUC 21 DSO data managemergtGerman | DE AP, | DE MNS E.ON
e} g S Demonstrator DE RP

13
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2.2 Demo site characteristics

The German demonstration will take place in L\Grids of the German DS®litnetz Strom
(MNS- E.ON linked third party). The spply area of MNSis located in the East of Germany
andincludes partsof OAT AAT AOOChH ,Sabo@yand ThdrindiaETAd région is home
to 2.3 million inhabitants in an area of 3804 km2. The length of the grid is about 6,000 km
in HV, about 24,00km in MV and about 44,000 km in LV LevelMNSoperates and maintains
about 17,000 substations with an installed capacity of more than 5,000 MVA. Therefore, the
grid provides a broad variety of scenarios angan demonstrate the novel use cases defined
in WP2.

Environment of the German demonstrator

| -
—1\_

MITNETZ >44,000 LV grids
= Q': 17.000 local substations
(6 >5 GVA installed capacity

Figure 2.1 - Local classification of the German demonstrator

To achieve the objectives of the demonstratiogrmdequate grid sections with a relevant infeed

of RES andcross-sector loads (e.g.storage ard heat pump users) were chosen. Various
criteria were considered for the selectionsuch as the number and type of flexible devices in
the network, measured congestion/voltage problems in the pasor differences in size and

topology of the grid(cf. sectin 4.1.1).

2.3 Internal and external drivers

According to the European Clean Energy Package and the German Federal Climate Change
Act,a CO2 reduction of 65% until 2036 compared to 1990levels- is envisaged.To meet this
target, large amounts of renewable energies (RES) are integrated into the system. With the
decarbonisation of energy generation, system operators are facing new challenges in terms
of system security and supply reliability as RES are by nature volatile andan fluctuate
significantly. Moreover, the location of generation is changing frortarge, centralizedpower
plants to mostly decentral resources, which are connected in the distribution grid.

In addition to the decentralization of generation and its "migratiori from the transmission
grid to the distribution grids, energy consumption is also changindg@ecauseof the increasing

14
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sector integration, new participants are joining the energy market. This includes for example
the mobility transition with the shift from internal combustion engines to electric vehicles,
power-to-X applications and the implenentation of electric or hybrid heating systems.

With these new technologies companies as well as private individuals are changing from

consumers into active customers and are constantly switching roles; sometimes they need
energy, sometimes they have some to spar@s a result, the system is becoming increasingly
complex Neverthelesstheseactive costumeis can also be a future source of flexibility for the

market, the systemand the transmission and distribution grid, and thus help balance supply
and demand. To thieend, DSOanust be able to coordinate and use flexibility accordingly.

Initial experience to use flexibility for an operation hasbeen gained among othesin the EU
SysFlex project (cf. sectior2.4.1). The GermarEUniversaldemonstrator aims to extend the
gained insights to the low-voltage level and addressts specific challengesAmong these
properties that require custom soluions are large scalea large variety in grid topology,
connections with high stochasticity and hard to predict behavior, a limited number of
measurement points, scare data on the grid layoult present, theGermanlow-voltage grid

is not monitored at dl or only to a limited extent. With the increasing number of renewable
generation and the addition of new flexible loads, congestions and voltage problems in the
grid are becoming more frequent and observability needs to be increased.

The technical soluton contains two key parts that are mandatory for a reliable and secure
utilisation of flexibility ET  OE A : the6fist o@eHsAthe intelligent implementation of a
measurement system that is combined with predictive state estimation. This system is
necessaryfor a reasonable integration and demand of RES and flexibility optionSecondly,
new control schemes connected to a market interface are essential to offer the available
flexibility options to the market. In the German demonstrator, both key parts are addressed
by integrating Home Energy Management Systems and the newly developed ENNinto the
system environment.

Concerningthe legal scoping of the demo, the implementation will be framed by the schedule
based congestion management Redispatch 2.0, which was recently set active in October 2021.
Redispatch is used to mitigate congestion in the powetow of the grid. For this purpose,
electricity generation is temporarily adjusted: Electricity feedin is reduced on one side and
increased on the other. This procedure simultaneously covers the energy demand and
maintains the security of supply. Beforehnd, Redispatch was carried out by TSOs only by
regulating conventional power plants with a capacity of more than 10 MW. With the new
approach in Redispatch 2.0renewable energy andCombined Heat& Power (CHP)systems
larger than 100 kW, as well as remotdy controllable systems will be included in the
congestion managementThe main intention is to optimize the total costs and thus reduce
network chargesof the system, as well asecurea reliable operation of the system with a
higher share of RESThis neans that DSOs araow also involved inthe Redispatchprocess

An iterative process is set up for the exchange of data between the different system operators,
which enables an accurate prediction of theneeded power adjustment. In EUniversal, the
German cemonstration aimsto stay close to this iteration processto test a longterm use of
flexibility potentials directly for the Redispatchprocess or in a complementary way.

15
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2.4 EXxperience from previous projects

The German demonstrator of EUniversal benefits fra the experience gainedin other
projects, research activities and initiatives. In this section, the most important influences are
presented and briefly described. The connection to the EUniversal project is explained and
the participants from the demonstrator are named. Thereby no claim is made to
completeness in this regard.

2.4.1 EU-SysFlex

The EUSysFlex project is also part of the Horizon 2020 program. The acronym stands for

O 0 Alropean system with efficient coordinated use of flexibilities for the intecation of a

1 AOCA OEAOA 1T &£ 2%3 08 4EA 20%$ DPOI EAAO EAO
needs ofa system with more than 50% of renewable energy sources.

The German Demonstrator, which ised by MNSand E.ONis focussing onthe provision of

fl AGEAEI EOU OAOOEAAO &£O1Ti $3/ AiT1TAAOGAA OI OC
mitigate shortages due to line load and voltage limit violation. In addition, the DSO itself is

using the same services to sustain a stable and secure grid operation i thistribution grid.
Therefore, an iterative process was developed, which is partly also reflected in the
introduction of Redispatch 2.0 in Germanysee[2] and Figure A.2 in the appendix)

In EUniversal, he demonstrated approaches and ideasvill be extended as shown irFigure
2.2to the medium and low voltage levelso that the overall potential is increased by using a
cascaded process. In addition, new adaptive loads such as heat pumps and EVs will be added
to show the beneft of using flexible loads insteadf or in addition to reduced RES feedh in

a high generation situation. Furthermore, a flexibility market platform provides the
necessary incentive forgrid-beneficial behaviour.

EUniversal

P\ -~ m -
| Wy Wiy
4 1" L "

Figure 2.2 - Interconnection between EU-SysFlex & EUniversal
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2.4.2 Pilot project for the application of the NODES flexibility marketat  MNS

Within the pilot project, carried out in Schwarzheide Brandenburg), the market traded
flexibility of an industri al park was used for congestion management. The demonstrator took
place in a HV grid oMNS In the process, the DSO as well as the aggregator of the flexibility
(Entelios) used the marketplace of NODES and showed the benefit of lower costs &mder
power adaptions compared to RES curtailment. The project also outlined the possible use
case of congestion managemermn medium-voltage level, which will be one of the objectsf
investigation in EUniversal(cf.[3]).

2.4.3 InteGrid

The InteGrid project aimed at demonstrating the feasibility of smart distribution networks,
coping with a high amount of renewable energy sources (RESs) and making use of the
available distributed energy resources (DERS) flexibility for various functionsind business
AAOGAOG8 ' DI AOA&EI Oi AAI 1T AA $3/0 ' OEAZ- AOEAO
actively participate in the energy market and distribution grid management. EUniversal
intends to gofurther with UMEI, exploring a solution that is universal, @en, modular, and
adaptable, promoting the interaction between system operators and market parties his
entails creating the necessary conditions to unlock the flexibility potentiakegardless of the
regulatory frameworks and the future governance model$o be adopted by each country.

Regarding smart grid solutions, the same reasoning of using preventive management of the
distribution grid is being adopted in EUniversa) but with a higher focus on the benefits
coming from coordinated management of the diérent voltage levels.

Figure 2.3 shows the general architecture ofthe InteGrid project, revealing someof the
foundations of EUniversal.

|
)
| All ) ]
| DSO ; |
: | \
! DSO Server |Grid- MarketHub | | - =~"7
| | inese ' | w MV :
: @ GE B nesc ' : + | Customers |
’ L B ik
) ﬁ : P b
\ | : | : P <8
: \ 2.!-, ' & SR
| ! ) cococee
: ."ESC EIS R __' : x : : ' Flexibility
| w“ s ) C Y ) o,
= U
I ) '
I ' ’
|
|
|
|
|
]
I
I
|

Figure 2.3 - General architecture of InteGrid
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3.1 System Architecture

The main purpose of this chapters to provide an insight into the system architecturewith a
general description of the principles of operationand an overview of main components and
services takinga crucial role in system stability and reliability. From a technical EUniversal
project perspective, the main system goal is to providéhe conditions for the sustainable
functioning of the system components and establish a resilient interconnection between
them. In terms of data transfer and storage, privacy and security policies must be respected.
The dstributed system architecture should combine all the necessary elements to implement
timely data exchange between its participants, meeting the stated requirements. émder to
accomplish this technque, it is necessary to create a responsive, scalable systegnabling
comprehensive data exchange and analysis at various system levels and allowing a reliable
interaction of various applications, calculaion tools and datasources.

3.1.1 Design principles

The EUniversal system is built ora high-performance Microsoft Azure Cloud servebased on
an Ubuntu 18.04 operating system. The system architecture is designed according to the
following essentials:

1 Containerised architecture asthe basisof the system architecture;
1 Separate Docker containet for each application/tool/database system;
1 Nginx as general highperformance routing part;
1 Predefined time-scheduled interaction with external parties:
o Data from the data sources is downloagld by the system at specified time
intervals via REST API (preferred);
o Data is being pushed to the system by the data sources at specified time
intervals via SSH file transfer protocol (alternative);
0 Results of data processing and analysis are transmitteda REST API byhe
system to the market platform at specified time intervals.
1 Separate Docker logging architecture with the ability to access logs in containers
without direct access to the system;
1 Data synchronizer application with built-in REST APl as aentral system unit
responsible for data verification and data exchange between all system actors.

L A container is a standard unit of software that packages up code and all its dependencies, so the application runs
quickly and reliably from one computing environment to another. A Docker container image is a lightweight,
standalone, executablpackage of software that includes everything needed to run an application: code, runtime,
system tools, system libraries and setting§.
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3.1.2 System components

The full system architecture is shown inFigure 3.1 and represented by the following

components:

System users;

= =4 -8 -a -

External data ources;

Knowledge database system;
Data synchronizerz data processing and exchange patrt;
Dockerised applications & toolsz data analysis and calculation part.

All the system processes and data flows are subdivided into several logical levedgstem and
data access, data collecting, data processing, internal and external data exchange.

Advanced
Users

SSH
TCR/22

Measurement

Platform
iy }_
1
REST API

Server
Administrators

Slmaie Sin:hmmzer

REST (HTTPS)
TCR/a43

REST (HTTPS)
TCP/443

EUniversal
Server

SFTP
{user@host, password}

=
]
=

MITNETZ GIS Center

Market
Platform

=) 20 [

Figure 3.1- Full system architecture

Customers

Nginx implements the role of a highperformance router in the system, landling multiple
connections in a single process. Processes communicate with each other using shared
memory for cache data, sessions, and other shared resources. Each process is initialized with
a given configuration and a set of listening sockets inheritefrom the master process.
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3.1.3 Data Access
The data access diagram is presented Figure 3.2.

Data in the EUniversal system is accessible to a limited number of users, specifically to
administrative staff and privileged users who ned to be allowed temporary access to the
server during the deployment phase othe EUniversal project. Access rights for privileged
users are requested from the system administrator.The @nnection to the server is
established via SSH protocalthe main protocol for remote administration of servers on the
Linux operating system. Simultaneous work on the server is allowed for multiple use$INS
GISCentre will also be provided with limited access to the system to transmit readings of
meters installed attheAOOOT | AOOS OEAAS8

Only system administrators have access to the data stored in the knowledge database system
on the server. All system processessuch as scheduled updates and backups, data
synchronization and Docker containers operation on the server arealso monitored and
maintained by the system administrators.

Advanced Server
Users Administrators

55H S5H
TCPf22 TCP/8443

Stages
+ Initial Setup

+ Maintenance
+ Development

L ]
EUniversal

Server

SFTP
{user@haost, password}

=
=
L

MITNETZ GIS Center

Figure 3.2 - Data Access in the EUniversal system
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3.1.4 Data collection
The principle of data colletion in the system is shown inFigure 3.3.

®

Data

Sichmnizer

' g 1

Measurement EUniversal Market
Platform Server Platform
(-} 0
REST API [ ]
—

MITNETZ GIS Center

Figure 3.3 - Collecting data from external sources into the system

The data comes to the system from the following data sources:

1 Measurement platform;

1 Market platform;

T MNSGISCentre

1 Forecast system (optional).

These are detailed inTable 3.1. The data synchronizer is a centralized unit, an application
with a built-in REST API interface that implements the functions of data requesting,
processing, verifying and ctiecting from all sources, database servers and tools.

Table 3.1 - Data Sources German Demonstration

O | Data Source Data Description Data Type | Data Cycle
1 | Market Existing assets, grid Information about | .json ~ 1 hour
Platform assignments, gd | existing assets, grid

areas, g¢rid nodes, areas and nodes, marke
energy market, meter| platforms, placed orders,

reading, price areas, available flexibility
settlement orders, | resources, settlements
trades and trades
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2 | Measurement | Node location, line| Information about all | .json ~ 1 hour
Platform current, voltage, | nodes of the analyzed
active/ reactive/ | system with the
apparent power measured values Of
current, voltage and
power for each

particular node for the
specified time stamps
(historical and up-to-
date information)

3 | MNSGIS Center| Active and reactive| Information from smart | .csv ~ 15 min
power, current, | meters (current, voltage,
voltage active and reactive
measurements, grid| power) installed on
layout, network | consumers side for a
structure certain time interval
4 | Forecast Forecasts of load,| Predicted values of| .csv ~ 1 hour
system renewable energy| active and reactive
(optional) sources and weather | power consumption for

each node of the
analysed system (short
term forecast)

3.1.5 Introducing the data exchange
The data exchange diagram ipresented inFigure 3.4.

The data synchronizer and the market platform are involved in external data exchange, which
is carried out through REST API via HTTPSdqiocol. Information about existing assets, grid
areas, placed orders, settlements and trades comes from the market platform tbe
synchronizer, where it is processed and then transferred to the knowledge database system.
As soon aghe synchronizer receves any data calculation results intended for the market
platform from the containerised applications running on the server, it parses them first,
converts them to the format requested by the market platform and then delivers them
directly to the market platform via UMEI or REST API. External data exchange is disasible
according to a presetschedule.

Internal data exchange is carried out through REST API arah HTTP protocol andis
implemented between the following system components knowledge databag system,
dockerised data analysis applications/tools and synchronizer. The synchronizer is the central
data exchange part of the system, combining all the processes of data processing, analysis and
transmission to the other system components.

Each appliation/tool is deployed in a separateDocker container, which allows independent
and therefore secure operation of the applications/tools on the system. The transfer of data
from one dockerised application to another is performed using independenDockervolumes
or by means of the internal IP address of a particulaDocker container through a
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synchronizer. The interaction between applications and the knowledge database system is
also carried outusing the synchronizer. Once a particular application requireslata from the
database, it sends a request to the synchronizer via REBPI; the synchronizer processes
this request and queries the required data for the appropriat@eriod in the database system.
After receiving a response from thedatabase,the synchronizer verifies it, converts (if
necessary and then transmits it back to the application from which it was requested.

- Request
h “Response
D -
S:;:hmnizer # x;ll?e;;;dn:nuls .
& |
jem o T m &y
— Conversion ﬁﬂa Tool 1
Data Q Application 1
Verification O\ ﬂ
E i i ™ B 2
i Application 2
P— | T |
- H L[] N
Eﬁ Taol 3
[— = Application 3
Postgﬂ& Mongﬁ T UMEI
N
—<. . ./_
=@,
Data Data Apps 9
Storage Synchronizer Tools
|
REST (HTTPS)
TCP/a43 Market
: Platform
EUniversal

Server

Figure 3.4 - External and internal data exchange

3.1.6 Internal data exchange

Internal data exchange implies communication between the dockesed tools and the central
orchestration part of the serverz synchronizer. Communication is based on the request
response pattern and driven by the common architectural style REST. The synchronizer
sends requests for certain operations to the replier tool, which processes the received
request, verifies the data transmitted in the request body in case something was passed, and
then returns the message in the response body about whether the operation is sucsts or
not. REST &n acronym for Representational State Transfer) is the API protocol style,
providing standards and abstraction principles for better communication between different
active parts of the server (e.g. tools and applications) and usirthe standard web HTTP
protocol. REST uses CRUD (create, read, update, delete) interaction style represented by the
following HTTP operations, respectively:
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- POSTz a method for creating/pushing a new resource to the system;

- GETz a method for retrieving specifed information (e.g. status of operation) or set of
data;

- PUTz a method implementing the updating or replacing of an existing resource;

- DELETEz a method to removethe specified resource from the system.

In addition to the resource paththe creation of requests is accompanied by different headers
AT A O! AA AP O &onéehibgildtalefrAadd@ &nd communication between tools and
Oui AEOi T EUAO 11 OEA OAOOGAOR OEA AiiiiTiuU
Gupplication/jsond h  OT OEA Al ®utputs fori alftheEobIDILISAN. Phe ost used
HTTP requests are POST and GET. POST is mostly used to push input data to the particular
tool, while GET is used to trigger the calculations, request the status of the tool or the results
of the calculation.

The internal data exchange in scope is shown Figure 3.5.

Internal data exchange is carried out in two phases and goes through API calls. The following
applications and tools are engaged ithe data exchange proess:

- State Estimation Tool,

- Congestion Forecasting and Prevention Tool;
- Flexibility Needs Assessment Tool;

- Optimal Bid Recommender;

- Synchronizer (orchestrating part).

The division into phases is based on the principle dhe toolsédependence on the reslis
produced by the others. If some tools do not need outputs produced by each other, they
operate in the same phase and receive POST requests with corresponding content friti@
synchronizer simultaneously. As soon as input data from the synchronizer areceived by
the tools, the synchronizer makes GET request to trigger the calculations and monitors the
status of the request processing. Once the status of the calculation triggering request is
completed and the results are ready, the synchronizer retrieveethem through an additional
appropriate GET request. The only exception in terms of retrieving results ike congestion
forecasting & prevention toolz once its calculation results are available, they are sent from
the tool side through a POST requestatk to the synchronizer. As soon as the synchronizer
receives the results from the tools operating irthe first phase, it processes them, storethem

in the database and forwards them to the tools in the next phas&hich depends on the
results of the prevous phase. After all the calculation phases are passetie calculation
interval is over. Then the DSO creates buy and sell orders to the market platform as well as
displays the calculation results in the graphical user interface, represented kijie GridOS
platform.

The first phase involves the synchronizer, state estimator and congestion forecasting &
prevention tool. The second phase involves synchronizerlekibility needs assessorand
optimal bid recommender. The data flow is described in the followindable 3.2.
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Table 3.2 - Overview internal data exchange
Operation Request Response
Phase Step | Periodicit - Requester tool|  Replier tool
P y description q P mi-{r-lroz Paameters / Body | Format | Status | Content/Body | Format
every 24 L B . . L
hOUrS Push historical datg Synchronizer| State Estimator| POST Historical data JSON | 200 OK - -
1.1.1
every 15 Push real Synchronizer| State Estimator] POST | Real measwaments| JSON | 200 OK - -
min measurements
1.1.2 Initiate state | gy nchronizer | State Estimator| GET Network ID | JSON | 200 OK . .
estimator
every 15 Most recent
mi>r/1 Request reatime shapshot of the
1.1.3 state estimation | Synchronizer| State Estimator| GET Network ID JSON | 200 OK network, optimal| JSON
results power flow (OPF
calculated
I Push weather Congestion
Synchronizer| Forecasting & | POST | Weather forecasts| JSON | 200 OK - -
forecasts )
121 every 15 Prevention Tool
o min Push arid Congestion
g Synchronizer| Forecasting & | POST | Grid measurementy JSON | 200 OK| - -
measurements .
Prevention Tool
: Congestion :
12| €vey 15| Trigger the Synchronizer| Forecasting & | GET | -iStofcasestobel ;qqy 1560 oK : :
min calculation ) calculated
Prevention Tool
Congpstion List of calculated
103 | @ssoon as Push calculation Forecastl_ng & Synchronizer | POST results: hea_o!roor_ns JSON | 200 OK i i
ready results Prevention for the specified list
Tool of cases

25




AP - iversal
' - UMDI'IIVEI’Sa
Push grid layout | Synchronizer | eXoity Needs  poqp | The tpdatedversion) 56, | 550 o . .
Assessor of grid layout
OPF and generic
every 15 . .
min Push optimal powel Flexibility Needs load profiles
flow & generic load| Synchronizer Asse);sor 7 POST | provided by State | JSON | 200 OK| - -
211 profiles Estimator (step
o 1.1.3)
every 24 | Push Annual_ Load Syndironizer Flexibility Needs POST Load cons_umptlon JSON | 200 OK i i
hours Consumption Assessor for the previous yea
Push nodal day -
every 15 | head forecast of | Synchronizer| TPty Needs oo | Nodal dayahead |y | 550 ok ; ;
min and Q Assessor forecast of P and Q
010 | EVEry 15 | Initiate flex needs Synchronizer Flexibility Needs GET tbd. JSON | 200 OK i i
" min assessment Assessor
as soon as Retrieve the results Flexibility Needs Nodal andzonal
2.1.3 ) of flex needs Synchronizer y 1 GET t.b.d. JSON | 200 OK flexibility needs | JSON
ready Assessor
assessment assessment
Pu:_sh updated grid Updated grid
hierarchy, seH )
every 15 | orders, baselines Optimal Bid hierarchy selk
2.2.1 Y ' Synchronizer P POST | orders, baselines| JSON | 200 OK Session ID JSON
min and headrooms + Recommender
: and healrooms
start the calculation
. (step 1.2.3)
session
Activation Cost,
as soon ad Retrieve calculatior Obtimal Bid Power Accepted
2.2.2 ) results for the Synchronizer P GET Session ID JSON | 200 OK in Orders, JSON
ready . Recommender .
session Congested Grid
Zones
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Figure 3.5 z Internal data exchange in scope
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3.2 Smart Grid Tools

Within the demonstrator, large parts of the smart grid applications developed in the
EUniversal project are tested under real operation conditionsrigure 3.5 gives a simplified
view of the process and responsibilities of these tool#ll of them, excluding the GUI (GridOS),
was developed in the context of EUniversal.

Grid LV Congestion Data-driven LV FLEXIBILITY Optimal Bid Market
Processes Forecasting State Estimation ASSES';EAEEDNST — Recommender Processes
A NOSDES
- "\." -
MITNET ~—vito ,_}H lNEsc N-SIDE _ 2 GridOS % i

Figure 3.5 - Overview Smart Grid Tools

In this chapter, the smart grid tools are briefly introduced. For further information, please
refer to Deliverables 4.1 and 4.2or the Smart Grid tools, as well aBeliverable 51 regarding
market processes

3.2.1 Day-ahead LV Congestion Forecast and Asset Headroom calculation

The Low Voltage distribution grid is a challenging environment, charactesed by a partially
unknown grid layout (e.g., the phase connectivity ofingle-phase connections is typically
unknown), sparse nonreal-time measurement points, and highly stochasti profiles (dueto
unpredictable end consumer behaviour). Nevertheless, it is important to have an accurate
view on when and where there is a high risk for congestionso that the DSO has the right
information to acquire or limit LV flexibility to eliminat e such congestion risk.

The dayahead LV congestion forecast tool is a statistical powdlow-basedtool that uses

statistical andartificial intelligence techniques to calculate the probability density of voltage
and current levels at all nodes in a LV neork, given the available data and taking into
account all unknownvariables. Inputs are

The LV grid layout

Historic and recent grid and connection profile measurements

Weather forecasts

Information on the flexible assets, as available to the DSO

If available: a forecast of the voltage at the MV/LV transformer. If not available,
230V/400V is assumed.

The autput is the risk for congestion, per feeder and transformer, per quarter hour time step
and for the next 48h Congestions considered are overvoltage ndervoltage, overcurrent and
transformer overloading.

= =4 -4 -4 -9
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